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Lecture 2
Introduction to Probability Theory

(ME233 Class Notes pp. PR1-PR3)



Outline

Sample Space and Events
Probability function
Discrete Random Variables

Probability mass function, expectation and variance



Sample Space and Events

Assume:
« We do an experiment many times.

— Each time we do an experiment we call that a trial

 The outcome of the experiment may be different at each
trial.

Wz . The it" possible outcome of the experiment



Sample Space and Events

Sample Space 2 :

The space which contains all possible outcomes of an
experiment.

Q:{W]_,CUQ,"',U]”}

Wy : The i possible outcome of the experiment

Each outcome Is an element of S 2



Example: Dice
Experiment:

A situation whose outcome depends on
chance

- throwing a die once

Sample Space 2

The set of all possible outcomes of an
experiment




Events
Event S;
Is a subset of the union of the sample space €2

and the empty set ¢

If a sample space has 7@ outcomes:

Q:{W]_,CUQ,"',U]”}

mn
There are 2'° events:

S={Sy, -, Son}



Probabllity - events

Experiment: throwing a die once
Q= {[] (), EI 6 E3)

Outcomes: elements of the sample space S

Events: Are subsets of the sample space S

An event occurs Iif any of the outcomes In that event occurs.

Empty subsets are null or impossible events



Probabllity - events .

Experiment: throwing a die once

Q=[] [J [ L3

Some events:

R

! ! !

The event I of observing an even number of dots:
] e & & &
= {(J.0) )

The event O of observing an odd number of dots:

! b

-,

o= {0,




Example: throwing a pair of dice
(one red and one blue)

— the sample space has 36 outcomes:

The event L of obtaining the number 7 is

L ={(1,6),(2,5),(3,4),(4,3),(5,2),(6,1)}

L occurs if any of the outcomes in L occurs.



Union, Complement and Intersection

For a sample space 2 = {w1, wo, -+, wn}
And the set of all events & = {51, ---, Son}

Union of two events (or):

SZUSJ = {Wm | wm € S; OFr wm € Sj}
Intersection of two events (and):

SiﬂSj :{wm|meSiandmeSj}
Complement of an event (not):
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Union, Complement and Intersection

Union of two events:

SiUSj

Intersection of two events:

SiﬂSj

Complement of an event:

eir
¥ g ©

\S; = 5§




Complement

 The complement of an event A, denoted by A¢, Is
the set of outcomes that are notin A

- A€ occurring means that A does not occur

Ac={w|lweQandw & A} o
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Intersection of two events

 The Intersection of two events A and B, denoted by
A (] B, is the set of outcomes that are in A, and B.

* If the event A () B occurs, then both A and B

occur

Q

« Events A and B are mutually exclusive if they

cannot both occur at the same time, I.e. If
ANB =1
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Example of Intersection of two = .-

events .

Experiment: throwing of a dice once

o= (5.F.F. 6.6, 69)
Events £ and O are mutually exclusive
= ({0J0.68) 0= {0, =}

E(10=0



Union of two events

 The union of two events A and B, denoted by

A U B, is the set of outcomes that are in A, or B, or
both

* |f the event A U B occurs, then either A or B

or both occur
o)
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Probability function

We now consider the probability that a certain
event occurs.

Recall: An event occurs if any of the outcomesin
that event occurs.

The probability of event A will be denoted by

P(A)
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Probabillity

A number between 0 and 1, inclusive, that indicates
how likely an event is to occur.

— An event with probability of O is a null event.

— An event with probabllity of 1 is a certain event.

« Probability of event A is denoted as P(A).

* The closer P(A) to 1, the more likely is A to happen.
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Intuitive Notion of Probability

The probability of event A is

Possible outcomes associated with A

P(A) =
(A4) Total possible outcomes

(Assumes each outcome is equally likely)

0< P(A) <1



Assigning Probability - Frequentist approach

* An experiment is repeated 1 times under
essentially identical conditions

. if the event A occurs m times and R is large

P(A) ~
N
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Dice example

Experiment: throwing a fair die once W
Q ={] ). Q= {1,2,3,4,5,6}
« P(Q) =1

« P(1) =1/6, P(3) =1/6, P(6) = 1/6
 P(even number) = 3/6 = 1/2

 P(odd number) =3/6 = 1/2
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Example: poker

Example: In poker you are dealt 5 cards from a deck of 52

« What is the probability of being dealt four of a kind?

— e.g. 4 aces or four kings, and so fourth?

P(four of akind) =7

21



Example: poker

Solution:

1. There are only 48 possible hands containing 4 aces, another 48
containing 4 kings, etc.

2. Thus,thereare 13 X 48 possible “four of a kind” hands.

3. The possible number of hands is obtained from the combination
formula for “52 things taken 5 at a time”:

total 1bl t ; 2 ) = > = 2,598,960
Otal POSSIDIE outcomes. 5 51(52 — 5)!

13 x 48
4. Thus, P(fourofakind) = —>>"°_— 0.00024

2 598, 960
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Probabllity Space

The probability space is the triple:

(2, S, P)
Where

- $2 jsthe sample space
« S the set of all possible events

* P:S —[0,1] Isthe probability function
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Probability function

Probability function: P :S — [0, 1]

Satisfies 3 axioms:

1. P(S;) > 0, vS; €S
2. P(QQ)=1

3 P(S;US;) = P(S;)+ P(S;) if ;nS; =10
where 5;,5; € S
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Complement

 The complement of an event A, denoted by A¢, Is
the set of outcomes that are notin A

- Ac occurring means that A does not occur

Ac={w|lweQandw & A} °

P(A%) =1-P(A)




Independent Events

 Two events are independent if

P(ANB) =P(A) x P(B)

* Intuitively, two events are independent if the
events do not influence each other:

— Event A occurring does not affect the
chances of B occurring, and vice versa.
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Example of iIndependence
Experiment: throwing a pair of dice (one red and one blue)

36 possible outcomes

The probability of throwing a red 1 and a blue 51s

P(1/)5)=1/36
=1/6 x 1/6 = P(1) x P(5)



Law of Union

« Recall: If A and B are mutually exclusive

P(AUB)=P(A) + P(B)

If A and B are not mutually exclusive

P(AUB)=P(A) + P(B) - P(A/)B)
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Law of Union

* |If A and B are not mutually exclusive

P(AUB)=P(A) + P(B)- P(A/)B)

don t count

9

twice!
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Example
Experiment: throwing a pair of dice (one red and one blue)

- P ( L) = the probability of obtaining a 7

L ={(1,6),(2,5),(3,4),(4,3),(5,2),(6,1)}

P(L) = P(1,6) +P(2,5)+ P(3,4) + P(4,3) + P(5,2) + P(6,1)
P(L)=6/36=1/6



Joint Probability

Let A and B be two events
P(AN B)

Is often called the joint probability of A and B

P(A) P(B)

are often called the marginal probabilities of

Aand B
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Conditional Probability
Let A and B betwoeventsand P(B) = 0O

The conditional probability of event A given

that event B has occurred is

P(AIB) = P(Pf‘(;f)
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Bayes’ Rule

Let A and B be two events

P(A|B)P(B) = P(B|A)P(A)

P(AN B)
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Independence

The following are equivalent:

1. A and B are independent

2. P(AN B) = P(A) P(B)

3. P(A|B) = P(A)
4 P(B|A) = P(B)
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Array of Probabilities

Let C'and D be two chance experiments.

Set of disjoint events associated with C

C={Cq, Cop, ---Cp}

Set of disjoint events associated with D

D ={Dq, Dy, ---Dp}
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Array of Probabilities

We can construct:

Event Event Event |Marginal
Probabilities
C D] D2 Dn

Event C, P(C1N Dy) P(C1N D) |-+ P(C1NDn) chl) —
> P(C1nD;)
1=1
Z P(Cm ﬁDi)
=1

Marg|na| m( 1) - ( 2) m( ) S’U,m — 1

Probabilities 2 P(GinDy) |3, P(GiN D) 2 P(Ci0 Dn)

=1

=1

1=1
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Example:

There are 4 balls in one jar, 2 balls are red and
two balls are black.

« A person canremove a ball from the jar two
times, without seeing the balls inside the jar.
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Example:

What is the probability of removing a red ball
after having removed a red ball the first time?

To answer this question, lets build the table of probabilities.

38



Example:

What is the probability of removing a red ball
after having removed a red ball the first time?

To answer this question, lets build the table of probabilities.

Labels:
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Example:
Probabillity of picking R, the first time?

P(R1) =1/4
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Example:

Probability of picking R, with only 3 balls left?

P(R>) = 1/3 (second time)

41



Example:

Probabillity of picking R, the first time and R,the
second time?

P(R{NRy)=1/4 x 1/3=1/12
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Example: Array of Probabillities

2 pick
1 pick

R,

R,

Marginal
Probabilities

1/4

Marginal
Probabilities

1/4

1/4

1/4

Sum =1

43
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Probability of picking red balls consecutively

Probability of event A: picking a red ball the first time and a red
ball the second time?

« Event B: Picking R, firstand R,second | Mutually exclusive

 Event C: Picking R, first and R, second events
P(A) =P(BUCQC)
= P(B) + P(C)
1 ;1 __ 1

12 ' 12 7 6



Example: Array of Probabillities

2 pick
1 pick Red

Red

Black

Black

Marginal
Probabilities

Marginal 1/2
Probabilities

1/2

1/2

1/2

Sum =1
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Example:

What is the probability of picking a red ball the
second time after having picked a red ball the first
time?

P(Red d
P(Redp|Redy) = U}’f( s 1)

P(Redp|Redy) = 12 =1

1/2
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Discrete random variable

Given a sample Space €2, a random variable X is a
function that assigns to each outcome a unique
numerical value.

« Example: throwing of a die once W

Q= {,0),0,B5,6,68)

=

moEoss {1,2,3,4,5,6)
P A4




Discrete random variable
« Example: throwing of a die once W

Q=M 0.E.8)

+ In this case, the random variable X only takes
discrete values

X. € {1,2,3,4,5,6}

* The discrete random variable X is defined by the
probability mass function

the probability that,

P(x)=P(X =X) after throwing a die,
I | -
X will be equal to x;
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Discrete random variable
« For a fair_die, the probability mass function of the random

variable X is
P(1) = P(2) = P(3) = P(4) = P(5) = P(6) =1/6

p(x)

0.2

0.15-

0.05-

P@1)

P(6)

the probability mass
function satisfies:

iP(xi) =1
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Expected value

* For a discrete random variable X taking on the [V possible
values

Xy X9y X35 eee s Xppy eeey XN

the expected value or mean of X is defined by
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Expected value of a function

* For a discrete random variable X taking on the [V possible
values

X1y X9y X3y vee 5 Xpy eeesy XN
and the real-valued function £

the expected value or mean of Y=f(X) is defined by

ElY]=E[f(X)] =) f(x))P(zx)
=1

EY| = f(x1)P(x1) + -+ f(zn)P(zN)

o1
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Expected value

Example: For a fair dice,

Q={]) J,0 6, = {1,2,3,4,5,6}

* Xtakes 6 possible values X, =1,2,3,4,5,6

P(1) = P(2) =P(3) = P(4) = P(5) = P(6) =1/ 6

the expected value or mean of X

6 6
E(X)=m, => xP(x) :12k —121-35
= 63 6
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Variance and standard deviation

* For a discrete random variable X taking on the [V possible
values

X1, X9y X35 vev 5 Xpy ..., Xy and a mean m, = X

the variance of X is defined by

E[(X —m, )2] :ze — Z_:(Xk — My )ZP(Xk)

where Oy is the standard deviation of X



Variance and standard deviation
Example: For a fair dice, where X = 1,2,3,4,5,06

has mean M, = 3.5 and P(x;)=1/6

the variance and standard deviation of X are

EL(x—m,)"] = > (% ~35)P(x,) == > (k~35)°

_ %[(1_3.5)2 +(2-3.5) +...+(6—3.5)* | = 2.9167

o, =+ E[(X —m,)?] =/2.9167 =1.7078
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Cumulative Distribution Function

« The cumulative distribution function (CDF) for a
discrete random variable X is

F, (X)) =P(X £ Xx)

Find index R such that X, = X< X4

I:x (X) = Z P(Xj)
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Cumulative Distribution Function

* The cumulative distribution function (CDF) for
a discrete random variable X'is

F, (X) :Z P(x;) X, < X< X,

p(x)

0.2 T T T T T T 1

0.15¢

0.1-

0.05-
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Sum of two uniform independent
random variables

. Let X and Y be 2 independent random
variables with constant probability mass
function

et Z=X+Y

* The probability mass function of Z, will not be
constant

o7
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Throwing two fair dice

Experiment: throwing a pair of fair dice (red and blue)

) J G G
0] Fal=] Fdl=] Cal-] Gl-] EIl-
l ] | ] ] ]
l ] ] ] ] ]
l ] ] ] ] ]
l ] ] ] ] ]
l ] ] ] ] ]

|
*JIl ] .
() = J | [-][-.
I FES

) [

[

[
C.JC.
(-
[o e o
[
[

|
5
DD
[o. )
[
[

[
L.
(-
LS
[
[

[
EIC.
&I
EIEE
[
[

[
HH|
HH|
HH| W
[
[

— the sample space has 36 outcomes:

— each outcome has a 1/36 probabillity of occurring



Throwing two fair dice

L] C.] -] HH BN HH
JL-) CJl-) CJl-) B30 B0 Bl
-JCJ) CJC) G 30 B30 E3lC.
< JC=J CJCed CoCed CECd (=0 E3[-.
-JE3 CJE3 C-JE3) CIED EEE2 |
) l | |
) [ l | |

() =

EE ]
.l ]
C=) || |
2| HH N
C=3 | B2 B [=JE=d [EZJE=T [E-JJE-2 ]
HHE ]

] |
-JE8 CJEs C-JEz CIEE E2Es

HHIEE

 Define the random variable Z associated with the
event of observing the total number of dots on both
dice after each throw

/. = k when the throw results in the number £
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Throwing two fair dice

0 O G N 8 N - N
) [ JERE ]3] [ERIE (AR number of
— C.
= ] outcomes
g O | I IR (RN DO [P RO § BRI O] BRI OS . 36 Y,

Z only takes discrete values

2, < {28486l 78 blLoLli2)
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Throwing two fair dice

N g W+ [ <~
| [ I e

Q= O

ﬁﬁﬁﬁl—]ﬁm"'

23l each outcome
E30-)

||| I d CIED EICT 1/36
ﬁ - JE3) \.

" probability of

FJED 36D --
E3 [3 JEI FJED CIE9 cEn|c3E

we now estimate:

Z=2— P(2)=1/36 Z=7— P(7)=6/36
7=3— P@3)=2/36 <{=12- P(12) =1/36
/=4 P(4)=3/36
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Throwing two fair dice

B

J & EJ B3 Ed

L-JC-J
(I
(-G
(-2
(-G
(-JE3

B

CJCT G0 0T CE0) B3l
Y Y S Y 4l |
0GB CA0) EC) E3C)
CJE3 CJEY COE3 G2 E3CS
CJET CJE2) C2E2)
CJEF C-JE3 CIES

The probability mass function is

P(2)=1/36 P(5)=4/36 P(8)=5/36
P(3)=2/36 P(6)=5/36 P(9)=4/36

P(4)=3/36 P(7)=6/36  P(10)=3/36

P(11) = 2/36

P(12) =1/36

62



63

Throwing two fair dice

I o O o e - N -

B

0 Y R [ N R R |
(JC)) CJES GJCd C30
(0 GG EEd EEE
(JED CJED CJE2 C2EI
(G CJET CJE2) CEE
(&g CJEY CJE3 CIES

0.2

0.15-

p(z;)

0.05-

2 3 4 5 6 7 8 9 10 11 12
Z;

E3-J
E3IC.
30
HH|HH

the probability
mass function
satisfies:

1ZZZP(k) =1



